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Kinase Knowledgebase (Q2 2012) - “Hot Targets”



Kinase Knowledgebase (KKB) - Q2 2012 



Kinase Summary Statistics - Q2 2012



Kinase Data Used in this Study - Q4 2009   [Q2 2012]

• Biological Activity Data Points: > 437,000 [> 649K]

• Unique kinase molecules w/assay data: >162,000 [> 241K]

• Unique kinase molecules patents/articles: > 507,000 [> 586K]

• Number of unique kinase targets with assay data: 394 [480]

• Number of annotated assay protocols: 20,593 [25,472]



Data Pre-Processing
• Starting point: KKB-Q2 2009

• Only enzymatic (homogeneous) assays with defined target

• Only high quality data (IC50, Ki, Kd)

• Standardized chemical structures (salt forms, 
stereochemistry, E/Z geometry, tautomers, ionization)

• Kinase target Entrez Gene names and SwissProt accessions

• 233,667 unique data points (411 kinases)

• 126,114 unique chemical structures



• NIH HMS LINCS DataBase (Harvard Medical School LINCS 
center) http://lincs.hms.harvard.edu/resources/software/hms-lincs-database/

• The LINCS program develops a library of molecular signatures 
based on gene expression and other cellular changes in response 
to perturbing agents across a variety of cell types using various 
high-throughput screening approaches

• 25,064 total datapoints downloaded:
•  60 unique compounds (43 with defined/known 

chemical structure) against 486 targets
• Kinase activity screened at 10 μM concentration
• Targets mapped to KKB targets by UniProt accessions
• Data not in KKB

• Result: 4,796 datapoints from 43 compounds

KinomeScan Data (Experimental Validation Data) 

http://lincs.hms.harvard.edu/resources/software/hms-lincs-database/
http://lincs.hms.harvard.edu/resources/software/hms-lincs-database/
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Quantitative Regression Models

• K nearest neighbors (kNN)  [20 nn, Gaussian weighting 0.5]

• Partial least squares (PLS) [components restricted to 20]  

• Works best with congeneric series

• Sensitive to outliers and noise

• 168 kinase datasets have ≥ 20 Dps

• PipelinePilot - ECFP4 (circular) fingerprints as 
descriptors

• Full 10 fold cross validation for both PLS and kNN 
(20 repetitions), report  R2, q2, RMSE









Conclusions - Regression Models

• Work well for many kinase data sets 

• kNN performs slightly better than PLS

• Larger numbers of data points improve both PLS 
and kNN models

• Best results for kinases with ≥ 50 data points

• Regression models improve with increased activity 
range 
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• Scale linearly, work in high-dimensional spaces (no over-
fitting), good for structurally diverse cmpds, multiple activity 
classes, robust to outliers

• Define data sets by unique kinase gene IDs with active 
compounds defined as pIC50 ≥ 6

• 189 kinase data sets with at least 10 active molecules

• Data were treated in two ways:
• Known Active - Known Inactive (KA-KI)
• Presumed Inactive (PI): 126,114 unique chemical 

structures - Ninact

• ECFP4 (circular) fingerprints

• Leave-one-out cross-validation and repetitive train/test 
evaluation measuring ROC and enrichment factors

Laplacien-modified Naïve Bayesian Classifiers







* At least 25 actives





Neratinib (HKI‐272) 
CSK Kd = 550 nM  
Hunt, et al. 2011



Conclusions - Classification Models
• Work very well for known actives - known inactives 

(KA-KI)

• Relevant and applicable for real world, highly 
unbalanced data sets (KA-PI)

• Leave-one-out ROC is a good guide of model 
quality

• Naïve Bayesian classification is excellent for the 
majority of kinases (>140) 

• Performance increases markedly with ≥ 50 active 
compounds 

➡ Very useful for virtual screening and rapid profiling



Eidogen’s iPhone, iPad, and Android Apps

See: eidogen.com, kinasedb.com or kinasedata.com

http://www.eidogen.com
http://www.eidogen.com


MobileApps Support Real Scientific Workflows 

Bioactivity searching (e.g. kinase SAR)
Commercial availability

Synthesis planning
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